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*Abstract*—Machine learning (ML) in the acoustics and signal processing domain has experienced rapid advancements and developments with persuasive outcomes over a course of years. The statistical techniques of Machine Learning offer detection of data patterns, which helps in the identification of the convoluted relationship between features and further discrimination, or classification based on these features. One of the ML techniques, called Binary classification is usually used to discriminate between two class labels. This paper provides an ML-based solution for the discrimination of reflected sound signals, which are reflected from two different objects. Firstly, data pre-processing is performed on the reflected time signals to render the dataset. Secondly, Quadratic Time-Frequency representation (QTFR) of the reflected sound signal is generated and features extraction is performed on it. Afterward, four different Machine Learning classification models; namely, K-Nearest Neighbors, Random Forest, Logistic Regression, and Decision Trees are utilized for data training and prediction for the realization of binary classifier or discriminator. Finally, an assessment of classification results based on accuracy and various other measures are presented and discussed.
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# Introduction

The recent inventions of smart and intelligent systems and devices have increased the utilization of Machine Learning and computational intelligence-based algorithms. A wide range of research on the popular topic of Machine Learning (ML) algorithms and techniques are available, which have brought considerable progress and ease to routine activities in this digital era. Machines are being trained to perform the task that humans do. The innovative algorithms and techniques of Machine learning (ML) have empowered advancements in automatic-data processing and pattern recognition across many sciences and engineering fields. ML offers intelligence-based solutions to complex engineering challenges, in the same manner as the processing of the human brain. Additionally, ML deals with a variety of diverse big datasets such as image, video, audio, time-series signals, 1D signals, text, etc, which are vastly produced and stored by intelligent systems [1]. ML techniques in the domain of sound signals and acoustics have gained much attention for its persuasive solutions towards crucial tasks such as identification and validation of different sound signals. These ML algorithm detects data patterns by extracting useful attributes and features from the given dataset. Data labeling is performed afterward by utilizing these patterns. ML-based statistical methods enable the system or machine to learn and predict based on pattern recognition [2].

ML classification technique works through estimating the mapping pattern that logs the training dataset to the target class or label [3]. One of the ML classification techniques which acquire only two class labels is referred to as the Binary classification technique. The input dataset samples are classified into two states by computing specific classification measurements. There are 2 disjoint classes available for binary classification [4]. Some of the popular ML algorithms that can be used to realize binary classifier are Logistic Regression, k-Nearest Neighbors (k-NN), Decision Trees, Support Vector Machine (SVM), Naive Bayes, etc.

The inspiration behind this study is to deliver a classification-based solution to discriminate between the reflected sound signals coming from different objects. The considered use-case scenario is the acoustic signals that incident on the surface of some objects and reflects back. The time signal is formed after recording those reflected sound signals. The resultant time signal is the convolution of the incident sound waveform along with the reflecting object’s surface properties. By analyzing the properties of the reflected time signal, the knowledge about the reflecting object can be achieved, on the basis of which the discrimination between reflected time signals is possible.

The ML-based solution for the aforementioned challenge is the main goal of this study. The aim is to realize a Binary Classifier or discriminator by applying different ML algorithms on the labeled dataset. The employed ML algorithms include Logistic Regression, k-Nearest Neighbors (k-NN), Decision Trees, and Random Forest (RF). This Binary classifier or discriminator is used to classify or distinguish the reflected sound signals, which belong to two different objects, named Object#1 and Object#2. Before implementing the binary classification algorithm, the Quadratic time-frequency representation is created for given sound signals, based on which the associated features are extracted to perform classification.

This paper presents an ML-powered solution for the discrimination of reflected sound signals by using a binary classification technique. The framework of this paper is as follows: Section II provides a brief description of the utilized techniques for the realization of the Binary classification or Discriminator model. Section III illustrates the workflow and step-by-step approach and methodology to achieve the discriminator of the reflected signal. Section IV explains the python-based code implementation for the binary classification model. In Section V, the result analysis and assessment for the implemented binary classification model based on some evaluation metrics will be discussed. Finally, the paper is concluded in Section IV.

# Techniques used in Binary Classification Model Implementation

Before explaining the main implementation approach, a brief overview of the techniques utilized in achieving the Binary Classification model is presented in this section.
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# Methodology

As stated earlier, the main inspiration of this study is to provide an ML-based solution for the discrimination of reflected sound signals occurring from two different objects. In this section, a complete workflow of the implemented approach for the realization of the Binary Classification model is presented. The step-by-step description of the applied model is provided. Furthermore, for the performance assessment of the trained classification models in testing phase, some evaluation metrics are used, which will be explained later in this section. To provide a convenient and simple usage of the proposed model, a graphical user interface (GUI) for the Binary Classification model is created. The implementation steps for the creation of GUI is also discussed in this section.

## The workflow of Proposed Binary Classification Model

The block diagram of the proposed experimental setup to implement the Binary classification model is illustrated in fig x.

### Data Processing: The training dataset is based on the comma-separated values (csv) files, which contain a time signal per row. These csv files, containing different time signals are allocated for each object i.e., Object#1 and Object#2. The data processing is performed on these csv files, as depicted in figure x.

#### CSV files merging: All the csv files, containing time signals for Object#1, are merged into one csv file. In the same manner, the data of csv files for Object#2 are also merged into a single csv file.

#### Conversion into excel file: The merged csv files for Object#1 and Object#2 are then converted into excel files (.xlsx format). These excel files for both objects serve as the input and are fed into the proposed experimental setup for further processing.

### Quadratic Time-Frequency Representation (QTFR): In this step, the system starts reading the given time signal one by one from the input excel files, and creates quadratic time-frequency representation for each time signal. As discussed earlier, the QTFR method is used to calculate the energy of a signal as a function of time and frequency. The resultant signal is termed as the quadratic time-frequency representation of the signal. Since the QTFR signal depicts the signal’s energy density in the time-frequency domain, this can also be referred to as Spectrogram. There are different quadratic time-frequency signal analysis methods, out of which the Short-time Fourier transform (STFT) spectrogram method is chosen to implement in this experiment. Each one-dimensional input time signal is mapped into the two-dimensional time-frequency signal, which creates the spectrogram. These spectrograms are utilized in the feature extraction phase.

### Feature Extraction: The feature extraction phase is the most vital element of any classification model and it serves as the first building block for designing and training of any ML-based classification model. The STFT spectrograms are subjected to the feature extraction phase. Two distinct features are extracted from the STFT spectrograms for training and testing of the model, which are as follows.

* Maximum Frequency (the maximum frequency of the spectrogram of one time signal)
* Maximum Spectrum Sum (the sum of all the elements in the spectrogram of one time signal)

### Data Frame Formation: In the feature extraction phase, the feature extraction process is applied on each time-frequency spectrogram, coming from both objects. To organize these extracted features, the data frame formation method is used. In this step, all the “Maximum Frequency” & “” features extracted from the QTFR spectrograms of Object#1 are organized in a tabular format, as shown in Table I. The target value “0” is assigned to these extracted features of Object#1.

1. Data Frame Formation of Object#1

| Spectrogram Array | Max Frequency | Max Spectrum Sum | Target |
| --- | --- | --- | --- |
| 0 | Max Frequency0 | Max Spectrum Sum0 | 0 |
| 1 | Max Frequency1 | Max Spectrum Sum1 | 0 |
| … | … | … | 0 |

In the similar manner, the extracted features from the QTFR spectrograms of Object#2 are subjected to Data formation and target value “1” is assigned to them, as shown in Table II.

1. Data Frame Formation of Object#2

| Spectrogram Array | Max Frequency | Max Spectrum Sum | Target |
| --- | --- | --- | --- |
| 324 | Max Frequency | Max Spectrum Sum | 1 |
| 325 | Max Frequency | Max Spectrum Sum | 1 |
| … | … | … | 1 |

### Splitting Dataset for Testing and Training phase: At this step, the dataset is split up in “testing dataset” and “training dataset”. The training dataset is used to train the classification model. The testing dataset is utilized to evaluate the final performance of the model. This testing dataset helps the model to learn for future predictions.

### Binary Classification Model: In the previous step, the extracted feature based training and testing datasets are obtained. In classification phase, two operations are performed parallely on classification models, namely “Model Training” and “Model Testing”.

In the “Model Training” operation, the training dataset is utilized to train different classifiers for the realization of binary classification. The applied classification models are as follows.

* Logistic Regression
* k-Nearest Neighbors (k-NN),
* Decision Trees
* Random Forest (RF)

Each classifier train itself with the given training data according to its algorithm as described in previous section. Based on the distinct features and class labels of two objects, the classifiers learn the discrimination logic. As the binary classification is the main goal in this study, therefore the classifiers learn from the extracted features and associated labels that the input signal belongs to Object#1 or Object#2.

In the “Model Testing” operation, the testing data is fed into the classifiers to test whether the classifier’s prediction is accurate or not. Based on accurate predictions, the efficiency of the classification model is evaluated. If the prediction accuracy of the classification model is greater than 85%, then the best model will be saved for future usage. If the evaluated accuracy is less than 85%, then it is assumed that the classification model needs to learn more, so this triggers model training operation again. The wrong predictions are used to further update and train the classification model in order to achieve better efficiency.

## Performance Evaluation Metrics

The predicted results are evaluated using Confusion Matrix, which depicts the comprehensive performance of the Binary Classification model. In this 2-D matrix, rows and columns represents the Classes and the diagonal depicts the accurate classification. The evaluation metrics highly depends on the values of True positive **tp**, True negative **tn**, False positive **fp** & False negative **fn**. The **tp** are the number of positive predicted tests, which are originally positive. Similarly, the **tn** are the number of negative predicted tests, which are originally negative. The **fp** are the number of positive predicted tests, which are originally negative and the **fn** are the number of negative predicted tests that are originally positive. The following measures are used to in the main evaluation metrics.

* False Discovery Rate (FDR)
* Negative Predictive Value (NPV)
* True Positive rate (TPR)
* True Negative Rate (TNR)

The evaluation metrics used in this project are described below.

### Accuracy: Classification accuracy is defined as the percentage of the tests which are correctly predicted from total conducted tests. Accuracy can be evaluated by using eq.

### Precision: This evaluation metric is defined as the ratio of number of tests which actually have labelled class to the overall tests classified as labelled class. Precision can be evaluated by using eq.

### Recall: This evaluation metric is defined as the ratio of number of tests which are classified as labelled class to overall tests which truly lie in labelled class. It is calculated by using eq.

### F1 Score: This evaluation metric is defined as the ratio of number of tests which are classified as labelled class to overall tests which truly lie in labelled class. It is calculated by using eq.

### ROC: A receiver operating characteristic curve (ROC) curve, is a graphical plot that depicts the prediction performance of a binary classification model, when its “discrimination threshold” is changed. The ROC curve plots a parametric graph of True Positive Rate of a threshold parameter versus False Positive Rate of a threshold paramenter, while the threshold serves as the variable parameter.
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